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ABSTRACT

An overview on acoustic echo cancellation for conference
systems is presented. Design considerations for acoustic echo
cancelers used in conference systems are first discussed. As
one of the most challenging topics, multichannel acoustic
echo cancellation is highlighted. The uniqueness problem is
explained that is specific to multichannel echo cancellation,
followed by solutions proposed to date.

1. INTRODUCTION

Echo cancellation is a widespread technology in communi-
cation systems [1]. An acoustic echo canceler [2] electrically
models the path from the loudspeaker to the microphone by
an adaptive filter. By exciting the adaptive filter with the
signal from the remote side, or far-end, an echo replica is gen-
erated. The echo replica is subtracted from the microphone
signal, resulting in an echo-canceled speech for transmission.

Acoustic echo cancelers are different in nature from those
for line or data echo cancelers. The acoustic environment is
open compared to that in the transmission line. Reflections
on the walls generate a long impulse response for the echo
path. Highly nonstationary back ground noise continuously
changes the degree of disturbance in coefficient adaptation
of the adaptive filter. Existence of the near-end (the local
side) speech is another factor for interference in coefficient
adaptation. Multichannel presentation of the far-end signal
with multiple loudspeakers makes the configuration of the
echo path more complicated. It is therefore worthwhile to
discuss the overall design considerations for acoustic echo
cancellation for conference systems.

2. DESIGN CONSIDERATIONS

There are a variety of design considerations in echo cancella-
tion. Among these are residual echo level after convergence,
convergence speed from the set-up, total computations, pro-
cessing delay, noise immunity, and double-talk resistance to
name a few. For the residual echo level, which defines the
basic performance of echo cancellation, the number of taps
is a dominant factor in relatively quiet environment∗. It
should be sufficiently large to cover a long impulse response
of the echo path in the conference room. Moreover, the
wider the signal bandwidth for better presence, the larger
is the number of taps. Sometimes, it reaches several thou-
sands and causes slow convergence with the popular NLMS
(normalised least mean square) algorithm [3], and increased
computations.

Convergence speed can be improved by fast convergence
algorithms such as adaptive stepsize algorithms [4, 5] re-
flecting the progress of convergence, and for colored sig-
nals, Affine projection algorithms [6] or RLS (recursive least
squares) algorithms [7]. From computational and stability

∗An FIR (finite impulse response) filter is naturally assumed
here because, in practice, it is most widely used for echo cancel-
lation.

viewpoints, the former two are common in acoustic echo
cancellation. Subband echo cancelers [8] are useful for re-
ducing the total computaions. Thanks to decimation after
frequency-band division with a filterbank, the total compu-
tations are reduced in proportional to the number of subb-
bands. Aliasing and additional delay, which are introduced
by the filterbank, can be reduced to a sufficiently small level
by an oversampling filterbank [9] and a delayless subbband
structure [10]. Further reduction in total computations is
possible by adaptive intersubband tap assignment [11]. For
noise immunity, it is effective to control the stepsize based on
the signal-to-noise ratio [12, 13]. Double-talk, when the far-
end and the near-end speech simultaneously exist, may cause
degradation in echo cancellation because of the interference
by the near-end speech, which is sometimes fatal. Therefore,
coefficient adaptation should be disabled during double-talk
periods. Double-talk detection plays a key role and is car-
ried out based on coherence [14] or correlation [15, 16]. More
than one measure can be combined for better detection [17].

A specific design consideration to acoustic echo cancelers
is the number of channels for far-end signal presentation.
With growing demands for enhanced presence in conference,
use of multiple loudspeakers for presentation of the far-end
speech has been spotlighted in these years. With multiple
participants at different locations, multichannel presentation
is helpful for speaker localization, resulting in easier speaker
discrimination [18]. For multichannel conference systems,
multichannel acoustic echo cancelers are needed.

With the structure based on linear combination [19], the
echo paths are not correctly identified [20] for strongly cross-
correlated input signals, like stereo speech signals. Actually,
each filter coefficient is likely to misconverge to a final value
which depends on the acoustic environment in the remote
room [21]. Thus, any acoustic change in the remote room
seriously degrades ERLE (echo return loss enhancement),
which is the most common measure for echo cancelers. This
is called the uniqueness problem [22].

3. MULTICHANNEL ECHO CANCELLATION

3.1 The Uniqueness Problem
Figure 1 depicts a traditional stereo echo canceler based on
linear combination. The symmetry allows to consider only
the echo yL(k), received at the left microphone. The time
invariant N × 1 coefficient vectors, wCL(k), of the adaptive
filters, the N×1 echo-path impulse response vectors, hCL(k),
the M×1 impulse response vectors, gC , of the acoustic paths
in the remote room, the input signal vectors, xC(k) and x(k),
are defined by the following equations, where C stands for
either L or R (Left or Right channel). k is the time index for
discrete signals and 0N×1 is a N × 1 zero vector. Subscript
CL denotes that the path is from the C channel to the L.

wCL(k) = [wCL,0(k) wCL,1(k) · · · wCL,N−1(k)]T (1)

hCL = [hCL,0 hCL,1 · · · hCL,N−1]
T (2)

gC = [gC,0 gC,1 · · · gC,M−1]
T (3)
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Figure 1: Stereo echo canceler based on linear combination.

xC(k) = [xC(k) xC(k − 1) · · · xC(k − M + 1)]T (4)

x(k) = [x(k) x(k − 1) · · · x(k − M + 1)]T (5)

The left-channel echo, yL(k) is given by

yL(k) = hT
LLxL(k) + hT

RLxR(k). (6)

The residual echo, eL(k), is obtained by subtracting the echo
replicas which are related to the left input signal xL(k) and
the right input signal xR(k), from the echo as

eL(k) = [hLL − wLL(k)]T xL(k)

+[hRL −wRL(k)]T xR(k). (7)

Assuming a single talker, the input signals, xC(k) with C =
L and R are expressed by the convolution of the source signal
vector x(k) with gC as follows:

xC(k) = [xC(k) xC(k − 1) · · · xC(k − N + 1)]T

= [gT
Cx(k) gT

Cx(k − 1) · · · gT
Cx(k − N + 1)]T

= GC x̃(k) (8)

The impulse response matrices in the remote room, GC with
C = L and R, and an extended input signal vector x̃(k) are
defined by (9) and (10).

GC =

N+M−1︷ ︸︸ ︷


gT
C 0 · · · 0 0
0 gT

C 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · 0 gT
C







N (9)

x̃(k) = [x(k) x(k − 1) · · · x(k − M − N + 2)]T (10)

Substituting (8) for C = L and C = R in (7) gives

eL(k) = [hLL −wLL(k)]T GL x̃(k)

+[hRL − wRL(k)]T GR x̃(k). (11)

From (11), the mean-square error (MSE) E{e2
L(k)} is

obtained as

E{e2
L(k)} = E{VT x̃(k)x̃T (k)V}

= VT E{x̃(k)x̃T (k)}V, (12)

where E{·} denotes a mathematical expectation operator
and

VT = [hLL − wLL(k)]T GL + [hRL − wRL(k)]T GR. (13)

In search of the minimum MSE, let us calculate the gradient
∇ of the MSE with respect to V. From (12),

∇ =
∂E{e2

L(k)}
∂V

= 2E{x̃(k)x̃T (k)}V. (14)

The condition under which the minimum MSE is obtained,
i.e. ∇ equals a null vector, leads to the following equation.{

[hLL − wLL(k)]T GL + [hRL − wRL(k)]T GR

}
·E{x̃(k)x̃T (k)} = 01×(N+M−1), (15)

where 01×(N+M−1) is the 1×(N+M−1) zero matrix. Assum-

ing that E{x̃(k)x̃T (k)} has its inverse and postmultiplying
both sides of (15) by E{x̃(k)x̃T (k)}−1, it becomes

[hLL −wLL(k)]T GL + [hRL −wRL(k)]T GR = 01×(N+M−1),
(16)

where {·}−1 represents the inverse matrix. There is an infi-
nite number of solutions to (16). Therefore, it does not imply
that wLL(k) = hLL nor wRL(k) = hRL. Correct echo-path
identification is not achieved.

3.2 Solutions to the Uniqueness Problem

Because the uniqueness problem is caused by interchannel
correlation in the far-end signals, the solution should natu-
rally be decorrelation. However, in practical situations, the
input signals have low-level uncorrelated components [23]
and slight variations in the interchannel correlation [24].
Therefore, there are two general solutions; use of existing
uncorrelated components and decorrelation.

3.2.1 Use of existing uncorrelated components

Uncorrelated components of cross-correlated input sig-
nals [23], or the variations in interchannel correlation [24]
may be utilized for the unique coefficient vectors. It is also
possible to enhance these effects by injecting uncorrelated
noise components which are psychoacoustically masked by
the original signal [25, 26]. A simplified masking technique
assuming speech input is employed in [27]. Due to the
impulse response tail effect [28], artificial tap-shortage can
be utilized to generate uncorrelated noise components that
serves as additive noise. Alternating coefficient adaptation
for partitioning blocks of the adaptive filter implements this
tap-shortage [29].

The correct echo-path identification can be achieved pro-
viding that the adaptation algorithm makes use of these un-
correlated low-level components or small variations in the
interchannel correlation. However, convergence characteris-
tics depend on the levels of the uncorrelated components,
or the degrees of the variation in interchannel correlation.
Small levels or small degrees of the variation require a fast-
convergence algorithm with much computation and result in
implementation difficulty.

3.2.2 Decorrelation

A typical decorrelation is preprocessing of the far-end sig-
nal. Among those are nonlinear processing [28, 30, 31, 32],
FIR filtering with time-varying coefficients [33, 34], and IIR
(infinite impulse response) filtering [35, 36, 37].

Partial decorrelation of input signals by introducing non-
linearity in each channel [28, 30] is now considered as a stan-
dard technique. It is also possible to adaptively control the
degrees of nonlinearity based on the coherence of the far-
end signals [31]. Several types of nonlinearities were com-
pared from viewpoints of coherence, subjective quality, and
sound localization [32]. The half-wave rectification provides
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Figure 2: Combination of FIR filtering and twisted nonlinear
processing.

the best quality with the simplest implementation. How-
ever, it is necessary to select different parameter values for
speech and music. A smoothed rectification, obtained by
paying the cost for standard-deviation estimation, does not
need any adjustment while preserving as good quality as that
with the half-wave rectification. Despite this decorrelation,
convergence characteristics are still sensitive to the cross-
correlation of the original input signals. The convergence of
filter coefficients is slow unless a fast-convergence algorithm
is used.

To obtain a satisfactory convergence speed with the
NLMS algorithm, FIR filtering of the far-end signal with
time-varying coefficients is effective [33, 34]. The NLMS al-
gorithm requires less computations, making the implemen-
tation of a stereo echo canceler with FIR filtering easier. It
introduces slides in the far-end signal for decorrelation, re-
sulting in movement of the stereo image. This stereo image
degradation is not significant according to subjective test re-
sults [34]. Convergence may be speeded up by more frequent
slides. However, an optimum value in [34] exhibits a proven
good compromise between convergence and speech quality.

IIR filtering [35, 36, 37] makes it possible to decorrelate
the far-end signals with much smaller number of coefficients
than that for FIR filtering. A desirable characteristic of IIR
filtering was investigated through analysis [36]. A 2nd-order
allpass filtering was shown to converge faster than its 1st-
order counterpart [37]. However, there is no support or eval-
uation for subjective quality. This is the biggest uncertainty
of IIR filtering at this moment.

3.2.3 Combination of Decorrelation Techniques

Multiple decorrelation techniques may be combined as far
as the resulting convergence and speech quality are not de-
graded. A stereo echo canceler with FIR filtering and twisted
nonlinear processing was proposed [38] to speed up conver-
gence while preserving the subjective quality of the far-end
signal. Its blockdiagram is depicted in Fig. 2. As is clear
from the figure, it is not a simple combination of FIR filter-
ing [34] and nonlinear processing [28]. The auxiliary signal
to generate the nonlinear component is taken from another
channel instead of the own channel, resulting in a twisted
structure. Thus, the stereo input signals are partially mixed.

The FIR filtering generates interaural differences whereas
the nonlinear processing emphasizes the inherent difference
in the stereo signals. Therefore, the combination of the FIR
filtering with nonlinear processing can be used to obtain
faster convergence. It should be noted that the positions of
FIR filtering and nonlinear processing are interchangeable.

The input-output relationship for the nonlinear transfor-
mation is

zL(k) =
{

xL(k) if xL(k) ≥ 0
xL(k) + αxR(k) if xL(k) < 0

, (17)
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Figure 4: Subjective quality by listening test results.

for the left channel. zR(k) can be obtained in a similar man-
ner. Mixing the stereo signals promotes the interchannel
decorrelation, and therefore, it should speed up the conver-
gence.

Figure 3 shows convergence characteristics by the norm
of the coefficient-error vector (NCEV) [34] for different struc-
tures with 1000-tap adaptive filters, -40dB background noise,
and a recorded speech. It is clear that the structure LC-
TNP-FF† converges as much as 20% faster than LC-
FF‡. The exchanged placement of TNP and FF (LC-FF-
TNP) provides comparable convergence characteristics to
LC-TNP-FF. It should be noted that a simple combination of
FIR filtering and nonlinear processing (LC-FF-NP) does not
bring any additional effect compared to LC-FF. The twisted
sturucture plays an important role.

Figure 4 shows the result of subjective assesment for the
preprocessed signals. Six different speech and music signals
were presented to 20 listeners based on the “triple stimu-
lus/hidden reference/double blind approach [39]” for a score
defined in the ITU-R five-grade impairment scale§ [40].

The top extremity of the vertical bar represents the
mean value of the absolute grade, which is also numerically
preented above the bar. The vertical line centered at the
mean is the 95% confidence interval using a normal distri-
bution. The audio quality of the processed signals does not
show any statistical difference for all the structures under
test. The impairment between the processed version and
the reference is smaller than 0.8. This impairment is sat-
isfactory for teleconferencing since the absolute grades are
above 4.0.

3.3 Searching for a new solution

Use of uncorrelated components does not provide sufficient
decorrelation, necessitating a fast convergence algorithm
with higher complexity. Decorrelation could provide fast
convergence with possible distortion and/or movement of the
stereo image. There is a trade-off between the convergence

†Linear combination (LC) with twisted nonlinear process-
ing(TNP) followed by FIR filtering (FF)

‡Linear combination with FIR filtering
§More detailed conditions are available in [38].
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speed and the subjective quality of the far-end signal. As-
sessment of the far-end signal quality [32, 33, 34, 38] is essen-
tial when a decorrelation technique is applied. It is possible
that a new solution with faster convergence and better far-
end signal quality will be developed.

4. CONCLUSION

An overview on acoustic echo cancellation for conference
systems has been presented with an emphasis on multichan-
nel presentation. The uniqueness problem has been reviewed
with solutions proposed to date. A good compromise be-
tween convergence and subjective quality will continue to be
searched for.
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