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Abstract —A new approach to the implementation of sum of products
(SP) and transposed sum of products (TSP) using partitioned arithmetic is
proposed. This approach is able to realize SP and TSP with recent
advanced semiconductor memory technology without multipliers. It is also
shown to offer significant reductions in memory capacity requirement and
computational complexity. Particularly, in the case of large size SP and
TSP this approach becomes more effective and useful. A comparison
between the proposed approach and the conventional methods is discussed.
Dynamic range constraints and output roundoff noise analysis are also
discussed.

1. INTRODUCTION

Sum of products (SP) and transposed sum of products (TSP)
are defined by (1) and (2), respectively,

N—1

Y= 3 AX (1)
i=0

Y,=4,X, i=0,1,---,N—1 )

which play a very important role in digital signal processing
techniques, such as digital filters and the discrete Fourier trans-
form. Therefore, it is desirable to reduce computational complex-
ity of the SP and TSP and to implement these operations in a
compact and low cost package.
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Recently, many effective approaches have been proposed.
Burrus ez al. proposed number theoretic transforms, by which the
fast digital convolution and fast FIR filtering can be performed
(1], [2]. Peled and Liu proposed a new realization of digital filters
using a table look-up method. This method realizes the SP
implementation using read only memories (ROM) effectively [3],
[4]. Jenkins proposed residue number systems (RNS) applications
to digital filters using ROM and accumulators only. In this
approach, the Chinese Remainder Theorem is effectively applied
to reduce ROM capacity {5].

This paper proposes a new realization of the SP and TSP, using
partitioned arithmetic [6). In the new SP algorithm either 4; or X,
is partitioned into partial bit streams, and redundancy between
all partial bit streams is used to reduce computational complex-
ity. In the TSP algorithm 4, is partitioned into partial bit streams.
This approach enables the realizations of the SP and TSP with
recent advanced semiconductor memory technology without mul-
tipliers. It becotnes very attractive for large size SP and TSP, and
adaptive filtering. Computational complexity and memory capac-
ity requirement are thus reduced.

II. SuM ofF PRODUCTS ALGORITHM

In order to implement a real time sum of products (SP) in a
compact and low cost package, it is very important to replace the
multiplications by simpler operations such as additions and shifts,
which are realized with small digital hardware. Furthermore,
effective use of general purpose digital devices, such as memory
devices is desirable. In this section a new SP algorithm satisfying
the above requirements in hardware realizations is introduced.
The SP of 4, and X; are defined by (1). The smaller wordlength
data is chosen to be partitioned, but this choice is somewhat
arbitrary. In this paper, 4, is partitioned into the partial bit
streams a,,. When 4, is represented by sign-magnitude, then

K
_ My—jM
A= 2 a; 2" ay;

€)
J=1
where
a; M bit positive integer,
K number of partial bit streams a,; that is, j=
1’2’. ‘ .,K1
a; sign (1 or —1) of 4;,
2Me~! weight of MSB of 4,,
M number of bits in a;.
Combining (1) and (3), Y is expressed as follows:
N—1 K
Y= 3 {anzMo 2 azjz_jMXi}- 4
i=0 i=1

Two procedures to calculate (4) without multiplications are de-
scribed here.

Method 1
X2, is calculated at first according to (5).
Step 1
Xp=q2MM. X,  i=0,1,---,N—1, j=12,-- K.
(%)
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Y can be expressed with X7 as follows:

N-1
2 Eal] ij-

=0 j=1

(6)

Since the wordlengths of a,; are M bits, g, is an integer from 0
through 2% —1. Let / be an elcmcnt of t.h.lS integer set. Equation
(6) is evaluated through the followmg procedures. Partial sum S,

for these X,j, whose multiplicand g, is equal to /, is calculated in
the next step.
Step 2
S5= 2 Xy 1=0,1,--,2Y— Q)
(i.))EQ,

where a;; is equal to / for (i, j))EQ,.

The S,(I 0,1,---,2™—1) can be obtained through about KN
additions of X3 Since I becomes a multiplicand of S,, then Y in
(6) can be expressed as a sum of products of S; and /

2M—

- 2 SI'I.
=0

Equation (8) can be evaluated through the following sequential
accumulation of §;. Let S, be defined as follows:

8)

2M -
=38, m=2M-12%-2...1 (%)
I=m
S, satisfies the following sequential relation:
Step 3
S =Smer+ S, m=2M—12"-2...
§,=0, m=2M, (10)

Therefore, S,, can be obtained through 2% —1 times additions.
From (8) and (9) Y can be obtained as a sum of S,
Step 4
Ll I
Y=Y §,. (1)

m=1
Equation (11) requires 2* —1 additions. Totally, the number of
additions in Method I becomes

0,(ADD) = KN +2(2¥ —-1). (12)
The number of shifts required in Step 1 becomes
0,(SFT)=(K+1)N. (13)

The procedure to be actually implemented are shown by Steps 1,
2,3, and 4.

Method 11
Equation (4) can also be written as follows:
K N-1
Y=3 2 (a,X)27 (14)
j=1i=0
where
Step 1
X*=a, X2M°, i=0,1,--- ,N—1 (15)

which is precalculated. Let the partial sum of X*(i=0,1,---,N
—1), whose multiplicand a,,(i =0,1, N —1) is equal to /, be

405
TABLE1
EXAMPLE FOR PROPOSED SP ALGORITHM (METHOD I)
Step |
Ao| 10001 ]| [X&]-2'%0 X [-2X0
Ayl OLIOQI X0l 2'% X% )
Az| 01010| [XB|2'% |[%&%| P
as| 10001 | [X%[-2'xs |%&: |[-Pxs
Aa | 11001 | |%& [-3'%e [X&E|-Pxe
As | 00110 i;: é'Xs 3’(5’2 ésxs
Ae | 00011 ')'(:n 2-‘)(6 3’(5‘2 éSXs
ar | onitol| [&N | dxe | X%e| P
Step 2
So| Xa+Xer
=-2 X3+2Xe
S| Xo1+Xo2 *.)Z’l.z +‘).(:z '&:: *‘)-(:u
(2421 %0+ PX1- P Xa-3 Xa + Ixs
Sa| R +%B AR 4L + X2
2"+8% 12 Xa 4P x5 + Fx7
S3| XMeX&eXM
2%+ Pxe+ 3'%r
Step3
Si| S2¢Si= Sa+S2+S:
Sz| S3+S2= S3+S:
33| ss3
Step 4
Y | 3145455 = S +252 +3S3
=-(2'+2%) Xo+ (324 23) X1 ¢(22+22%) X2
-2xs- (234 2%) XaelZ 421X +3%6 H3 242D
S, where / is an integer from 0 to 2* —1.
Step 2
2 X =12k, 1=0,1,--,2M -1 (1)
ieqQl

where a, is equal to / for i € ;. Since the multiplicand of S, is /,
(14) can be rewritten as follows:

K [2M-)
=3 ( > s,,-l)Z‘/“. (17)
Jj=1\ =0
By exchanging the order of accumulations
2M -
=2 (2 2"”) (18)
1=0 \j

The partial sum S, expressed by (7) can be obtained using S, as
follows:
Step 3
K .
§= 2 5274,
j=1

1=0,1,---,2M—1. (19)

The following procedure to obtain Y using S, is the same as
Method I
Step 4

=2M—1,2M-2,...1

S~ =§m+l+sm! (lo)
o,

m=2M,

"l)a
II



TABLEII
PERFORMANCE PARAMETERS FOR TABLE LOOK-UP METHOD
AND PrROPOSED METHOD (METHODS I AND II)

:::,11;1”“'“’ Method I Meothod 11
Number of additions -g-l.x -1 KN + 2(2M -1) | 2(2"l -1)
Furber of chifts Lo, -0 [ n Man
Qutput roundoff 2% 2 2
noise O0F I\‘ROD 2MO’O
Dynaric range J"—znoﬂgxlxil o “j_xlxi.l wa‘g;m?xlxi]
Internal data W, + (#o i) W, + dlo LA ]
i engthe o 5% (Y% £ o

+ (&1032}! + Ho) + (élogzll + Ho) + (51032!7 + Ho)
Memory copacity HL, +5 (I.A N(!..A + 14 Lx) }l(l..A + 14 I.x)

+ 1+ logzP) + szﬂ + szn
Step 5

2M -y
Y= 3 §,.. 1

m=]

Method II is carried out through Steps 1, 2, 3, 4, and 5. The
number of additions is the same as that of Method I

0,(ADD) = KN +2(2 —1). (20)
The number of shifts required in Step 3 becomes
0,(SFT)=K-2M+ N. 2n

In each method no multipliers are required since their opera-
tions are replaced by additions and shifts. Memory devices can
be effectively applied to obtain the partial sum S, or S, using the
partial bit stream a;; as an address signal.

An example for the proposed algorithm is illustrated in Table
L

III. ROUNDOFF NOISE ANALYSIS AND DYnaAMIC RANGE
CONSTRAINTS

The internal data wordlengths are another important factors

lermining signal processing speed and hardware size. When
¢'s-complement representation is employed, overflow has to be
prevented at the multiplier input. The internal data wordlengths
are determined from two factors, the scaling factor and the
output roundoff noise gain. Their theoretical formulas are sum-
marized in Table II and the actual derivations are given in the
Appendix.

Roundoff error at a multiplier output can be assumed to be
distributed in the region [— A /2, A /2] uniformly, where A is 27*
and ¢ indicates the least significant bit. Its variance of is given by
A?/12. In the formulas for the internal data wordlengths, W, is
the basic common wordlength, which is determined by the re-
quired noise performance, the second term corresponds to the
output roundoff noise, and the third term is determined by the
dynamic range constraints.

IV. HARDWARE REALIZATION

The proposed approach can be effectively realized using ran-
dom access memories (RAM’s). The partial sum or partial sum of
products are stored in a RAM. Their address is the partial bit
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Fig. 1. SP hardware realization using RAM for Method 1.

stream a,;. The hardware realization for Method 1 is described
here. Its block diagram is shown in Fig. 1. The implementation is
described using the illustration in the following,

Phase I: Turn on SW1, SW2, and SW3 to side 1, and turn off
SW4. X2 is obtained through multiplying X; by the sign of 4, and
shifting by 27/%. At the same time, the partial sum S, is read
from a RAM using g;; as an address signal. A new S, is stored
again in the RAM at the same address after addition of X} and
S/(a;;=1). This operation is repeaied N times i =0 through
N —1. At this phase S, by (7) is obtained.

Phase 2: Turn on SW1, SW2, and SW3 to side 2 and tum off
SW4. The partial sum S, is read from the RAM using the
sequential address signal /=2 —1 through 1, and is accu-
mulated by an ADD2. S;(/=0~2%—1) by (10) is obtained as
the ADD2 output, and stored again in the RAM at the same
address.

Phase 3: Turm on SW1 and SW2 to side 2 and turn off SW3
and SW4. The partial sum S, is read from the RAM using the
sequential address signal /=2 —1 through 1, and accumulated
by the ADD2. Then Y is obtained as the final output of the
ADD2. Y goes through SW4 to the SP output.

Memory Capacity

The number of signals, coefficients, and partial sums stored in
memories are N, N, and 2%, respectively. Their wordlengths are
Ly, Ly+1, and Ly, respectively. Therefore, the total required
memory size becomes

C=N(L,+1+ Ly)+Ly2M. (22)

C is the same for two methods.

V. NUMERICAL EXAMPLES FOR
PERFORMANCE COMPARISON

In order to compare the proposed methods and a more conven-
tional one, performances of the table look-up method, suggested
by Peled and Liu [3], and Methods I and II are listed in Table II.
In this table, Ly is the internal data wordlength and P is the
number of serial inputs to a ROM.

Computational Complexity

The computational complexity is evaluated by the number of
additions and shifts in the numerical examples. Since A4; and X,
are considered as the coefficient and the internal data, respec-
tively, their wordlengths usually must be around 12 bits and 20
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TABLEIII
NuMBER OF COMPUTATIONS IN THE PROPOSED APPROACH.
*NUMBER OF ADDITIONS. **NUMBER OF SHIFTS. THE UPPER AND
Lower Rows INDICATE METHODS I AND II, RESPECTIVELY. THEY
ARE NORMALIZED BY N . DATA WITH UNDERLINE IMPLY MINIMUM
NUMBER OF COMPUTATIONS

L, = 12 bit
X 2z 3 4 3
0 | 8-30 | 5000 | 4.50 |4.00 | 4.70 | 5.00 6.30 [ 7.00
8.3%0 |7.40 | 2,50 | 3.40 | 4.70 | 2,60 | 6.30 | 2.20
4.52 | 3.00 | 3.6C {4.00 [4.28 [ 5.00 [6.12 | 7.00
50 4.52 [ 3.56 | 3, 1,96 [ 4.28 [ 1.64 16,12 | 1,46
26 (3.00 | 3.30 [4.00 | 4.14 | 5.00 | 6.06 | 7.00
100 3.96 (2,268 [ 3.30 | 1.48 | 4.14 | 1.32 | 6.06 | 1.24
2.25 | 3.00 | 3.06 |4.00 | 4.03 [ 5.00 |6,01[7.00
500 2.25 | 1.26 | 3,06 | 1,10 | 4.03 { 1,06 | 6,01 | 1.05
2.13 {3.00 | 3.03 [4.00 | 4.01 | 5,00 | 6.01 | 7.00
1000 2.13 {1.73 | 3.03 | 1.05 | 4.0% | 1.03 | 6,01 | 1.02
TABLE IV

NUMBER OF COMPUTATIONS IN TABLE LOOK-Up METHOD.
*NUMBER OF ADDITIONS. **NUMBER OF SHIFTS. THEY ARE
NORMALIZED BY N

Lo~C 4 3 B
16 | *6.00 3,75 | 2.67 | 2.50 | 2.00 |1.88
20 | 5,00 4,75 3.35 |3.127 | 2.50 | 2.38
24 | 6.00| 5,75 | 4,00 |3.83 [ 3.00 | 2.88
Word Length
(it} Wi
0

Wer
W2
-
5 - T T \ 7
500 , 1050

“g. 2. Internal data wordlengths. W, and Wpp comrespond to Method ¢ and
table look-up methed, respectively.

bits, respectively, in actual applications. The pumbers of addi-
tions and shifts for each method are shown in Tables III and IV.
In these tables L, is the wordlength of 4, except for the sign bit
and K is the number of partial bit streams. The number of
additions and shifts are all normalized by the SP size N. In the
conventional method with multipliers, the number of additions is
L,+1. Therefore, the proposed approach can reduce signifi-
cantly the computational complexity, which becomes 25 percent
for N=100 and L, =12 bits. The table look-up method requires
a higher computational complexity, which becomes 153 percent
for P=4, L,=12 bits, Ly=20 bits, and N=100 than the
proposed method. The condition P=4 indicates the required
memory capacities in both approaches are the same.

Internal Data Wordlengths

Numerical examples are illustrated in Fig. 2, where L, K, and
P are taken as 12 bits, 2 and 6, respectively, and W, and M, are
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Memory
Capocity
{ k bit)

€00 -

Fig 3. Memory capacity requirement for proposed method C and table

look-up method Cp;.

TABLE YV
NUMBER OF COMPUTATIONS PROPOSED TSP REALIZATION.
*NUMBER OF ADDITIONS. **NUMBER OF SHIFTS. THEY ARE

NORMALIZED BY N.
LA = 12 bit
N 2 3 4 6
L -3 L. 23
20 4,10 | 2.05| 2.70'1 3,05 [ 3.3014,05| 5.10 | 6.05
50 2,24 ) 2,02} 2,28 | 3,02 |3.12 | 4.02| 5,04 | 6.02
100 1.62 | 2,01 | 2.14 | 3.01 | 3.06{ 4,01 | 5.02 | 6.01
500 1.12 | 2,00| 2,03 | 3,00 | 3.01 | 4,00 | 5,00 | 6,00
1000 l1.06|2.00} 2,01 |35.00|3,00|4,00| 5,00 | 6,00

taken as zero. The difference between the proposed approach and
the table look-up method is small.

Memory Capacity

Numerical example is shown in Fig,. 3, where L, is taken to be
12 bits and Ly be 20 bits. This figure shows that the proposed
approach can significantly reduce the memory capacity require-
ment from the table look-up method.

VL. TRANSPOSED SUM OF PRODUCTS
As mentioned previously, the TSP is defined by (2)
Y, = A, X, i=0,1,---,N—1. 2)

This operation appears in the transposed transversal filters. In
this case, partitioned arithmetic can be also effectively applied. In
the TSP algorithm, A, is to be partitioned and expressed with the
partial bit streams a,; as in (3). The proposed TSP operating
process is described in the following,

Phase 1: X*1,1=0,1,---,2™ —1 is obtained through 2*—2
times sequential additions, where X* =2 X which is precalcu-
lated

X=x*(1-0)+x*, I=1,2,---,2"—1
X*(=0, {=0.
X*! is stored in a RAM using [ as the write address signal.

Phase 2: X*/ is read from the RAM K times j = K through 1,
using a,, (j=1,2,---,K) as the read address signal, and accu-
mulated after shifting by 27, XA, is obtained after multiplied
by sign of A,. Phase 2 is repeated N times i =0 through ¥ —1,
then all X4,(i=0,1,---,N—1) are obtained. In this approach,

(23)
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the numbers of additions and shifts become

Orsp(ADD) = (2% —2)+ N(K - 1) (24)

07sp(SFT) = KN +1. (25)

A numerical example is shown in Table V. The number of
additions is reduced to about 14 percent of that of a direct
method using multipliers, for L, =12 bits and N =100. In order
to compare the SP with the TSP, additional N — | additions must
be required for the TSP, and the normalized number of additions
increases about one per filter output sample. The number of
additions for the TSP becomes about 80 and 52 percent com-
pared with the SP and the table look-up method, respectively.
The memory capacity is the same as that of the SP.

VIL

A new approach to implement the sum of products and trans-
posed sum of products is proposed that employs partitioned
arithmetic.

Its hardware can be realized in small memory capacity and low
computational complexity using a RAM. The proposed approach
is superior to the conventional one for large size SP and TSP, and
adaptive filtering,

CONCLUSION

APPENDIX

The output roundoff noise and the dynamic range constraints
in the proposed SP algorithm are analyzed in detail here.

1) Output Roundoff Noise

Method I: Equation (5) shows that KN shifts of 2™ are
required. When the shifting by jM bits is performed recursively
using only an M bit shifter, the transfer function from the M bit
shifter to the SP output is approximately unity.

Method I1: Equation (19) shows that S, is shifted by 27 and
accumulated K times, to obtain S,. In this case, roundoff error
sources are considered to be one for each S,. The transfer
function from each noise source to the SP output is unity.

2) Dynamic Range
Let DM(i=1,2) be the signal level from the SP input to the
shifter input and let D2(i =1,2) be the signal level from the input

to the output of the SP.
Method I: From (5), D} is

D= 2" max| X;). (A1)
Method II: From (19), DM is
DM= I,ix jélsﬂ.zm—u—lw, k=1,2,---,K. (A2)
Since 2™ <1, D is approximately
D;’=2“omix éls k=1,2,---,K. (A3)

In order to calculate the distribution of S 1> the following assump-
tions on the distribution of X; and a,, are employed.
Assumption 1: Let @ be the probablh'ty distribution function

of X,
1/Zax
e s | X <30y

px(X)=

a
J2may

=0, | X] > 30, (A4)
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Lorexx=1 (a3)

where

max | X,| = 3oy. (AS)

Let X| and X, be the random variables which satisfy (A4) and
(A5). It is assumed that ¥ = X, + X, also satisfies (A4) and (AS).

3
Its variance is 63, + 6%, and the maximum is yo32, + 03, .
Assumption 2: a,, are assumed to be distributed uniformly in
the region of [0, 2M) ). let g, be the PDF

p.a)=27%,
.—_0‘

0=g<2¥

a<0,2<a. (A7)
These assumptions must be modified according to the actual
applications, but do not lose generality in the performance com-
parison for several kinds of approaches. From Assumptions 1
and 2, the distribution of S, becomes the same distribution as X,
with mean = 0 and variance = No%/2M. Then DM is

DM= 2“01/ ENH m'ax]X,|.

Next, the dynamic range constraints at the SP output are
considered. Y is expressed in (1)
N-1
Y= 3 AX.
i=0

(A3)

(M

When 4, X and 4; X (i # j) are independent, the variance of Y is
N od?el, where o} is the variance of X,. Then, max | Y| becomes

N-1 172
max!Y|=( > A.’) - max| X,]. (A9)
=0 4
Since
N-1 1/2
( > A?) <\/N max|4,| = /N 2Me (A10)
i=0 !
max | Y| <{/N 2Momax | X (Al1)
DY and DY are equal to max |Y|
D?= DY =max |Y]|. (A12)

The SP input scaling is determined by the more significant value
DM or DP.
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