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ABSTRACT 

 

A feedback (FB-) Blind Source Separation (BSS) 

system has a good separation performance with no 

signal distortion. This approach, however, requires 

some delay condition in the mixing process. A new 

BSS approach, which mixing the FB process and a 

feedforward (FF) process, has been proposed. In this 

paper, we propose a learning algorithm for this FF-FB 

mixed BSS system. The input signals are applied to the 

FF-FB mixed BSS system and the output signals are 

calculated. By using the output signals, the filter 

coefficients of the fully recurrent (FB-) BSS system 

are updated based on the gradient descent algorithm. 

These filter coefficients are transferred into the filter 

coefficients of the FF-FB mixed BSS system. 

Simulation results by using the two channel FF-FB 

mixed BSS system and speech signals show good 

separation performance.    

 

1. INTRODUCTION 

 

Recently, many kinds of information are transmitted 

and processed. Signal processing including noise canc- 

elation, echo cancellation, equalization of transmission 

lines, restoration of signal have been becoming very 

important technology. In some cases, we do not have 

enough information about signal sources and 

interference. Furthermore, their mixing process and 

transmission are not well known in advance. Under 

these situations, blind source separation (BSS) system 

using statistical property of the signal sources has 

become important. 

Jutten et all proposed a blind separation algorithm 

for a fully recurrent network based on statistical 

independence and symmetrical distribution of the 

signal sources [1]-[3]. Convlutive mixture models have 

been discussed [6]. However, in this fully recurrent 

BSS, in order to gain a good performance delay time 

must be imposed on the mixing process. To solve this 

problem a new structure FF-FB mixed system has been 

proposed [8].  

In this paper, a learning algorithm is proposed for 

the FF-FB mixed BSS system. The input signals are 

applied to the FF-FB mixed BSS system and the output 

signals are calculated. By using the output signals, the 

filter coefficients of the fully recurrent (FB-) BSS 

system are updated based on the gradient descent 

algorithm. These filter coefficients are transferred into 

the filter coefficients of the FF-FB mixed BSS system. 

Simulation results by using the 2-channel BSS system 

and speech signals will be shown to confirm efficiency 

of the proposed method. 

 

2. NETWORK AND SEPARATION 

CONDITIONS FOR FB-BSS SYSTEM 
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2.1. Network Structure 

A fully recurrent separation model proposed by Jutten 

et all [1],[4] is shown in Fig.1. The signal sources 

𝑠𝑖  are mixed through linear combination resulting in 

𝑥𝑗. Fig.2 shows the FIR filters structure used in the 

feedback circuits. 
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Fig.1: Block diagram of recurrent blind separation 
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Fig.2: FB filter with first tap 𝑐𝑗𝑘(0) = 0 

 

In order to avoid a free delay loop, the coefficients of 

the 0
th

 order term is set to be zero, that is 𝑐𝑗𝑘(0) = 0. 

 

2.2 Separation Conditions 

The signal sources 𝑠𝑖(𝑛), 𝑖 = 1,2,⋯ ,𝑁  are 

combined through the unknown convolutive mixture 

block, which has the impulse response ℎ𝑗𝑖(𝑚), and are 

sensed at 𝑁 points, resulting in 𝑥𝑗(𝑛). 

𝑥𝑗(𝑛) =∑ ∑ ℎ𝑗𝑖(𝑚)𝑠𝑖(𝑛 −𝑚)

𝑀𝑗𝑖−1

𝑚=0

𝑁

𝑖=1

                     (1) 

The output of the unmixing block 𝑦𝑗(𝑛) is given by 

𝑦𝑗(𝑛) = 𝑥𝑗(𝑛) −∑ ∑ 𝑐𝑗𝑘(𝑙)𝑦𝑘(𝑛 − 𝑙)

𝐿𝑗𝑘−1

𝑙=1

𝑁

𝑘=1
≠𝑗

          (2) 

Let‟s define the z-transform of 𝑠𝑖(𝑛), 𝑥𝑗(𝑛) and 

𝑦𝑘(𝑛) as 𝑆𝑖(𝑧), 𝑋𝑗(𝑧), 𝑌𝑘(𝑧) and they are related as 

follows: 

𝑿(𝑧) = 𝑯(𝑧)𝑺(𝑧)                                                    (5) 

𝒀(𝑧) = 𝑿(𝑧) − 𝑪(𝑧)𝒀(𝑧)                                      (6) 

   𝑺(𝑧) = [𝑆1(𝑧), 𝑆2(𝑧)]
𝑇                                         (7) 

𝑿(𝑧) = [𝑋1(𝑧), 𝑋2(𝑧)]
𝑇                                         (8) 

𝑪(𝑧) = [
0 𝑐12(𝑧)

𝑐21(𝑧) 0
]                                     (9) 

𝒀(𝑧) = [𝑌1(𝑧), 𝑌2(𝑧)]
𝑇                                      (10) 

From these expressions, a relation between the signal 

sources and the unmixing outputs becomes: 

𝒀(𝑧) = (𝑰 + 𝑪(𝑧))
−1
𝑿(𝑧)                  

= (𝑰 + 𝑪(𝑧))
−1
𝑯(𝑧)𝑺(𝑧)                     (11) 

In order to evaluate separation performance, the 

following matrix is defined. 

𝑷(𝑧) = (𝑰 + 𝑪(𝑧))
−1
𝑯(𝑧)                     (12) 

If each row and column of 𝑷(𝑧) has only a single 

non-zero element, the signal sources 𝑠𝑖(𝑛)  are 

completely separated at the outputs 𝑦𝑘(𝑛). However, 

since equalization of 𝑯(𝑧)  is not guaranteed, the 

separated signals have the following form: 

𝑌𝑗(𝑧) = 𝑃𝑗𝑗(𝑧)𝑆𝑗(𝑧)                                               (13) 

The solution for good separation is given by [6] 

                   𝐶21(𝑧) =
𝐻21(𝑧)

𝐻11(𝑧)
     𝐶12(𝑧) =

𝐻12(𝑧)

𝐻22(𝑧)
                (14) 

y1(𝑛) = 𝒉11
𝑇 𝒔1(𝑛)      y2(𝑛) = 𝒉22

𝑇 𝒔2(𝑛)            (15) 

 

2.3 Learning Algorithm and Delay Constraints 

The learning algorithms for the FB-BSS system have 

been proposed in [4],[6]. Especially, effects of the 

transmission delays in the mixing block has been well 

analyzed in [6],[7]. In FB-BSS system, in order to 

achieve good separation performance, the following 

delay constraints are required. The transmission delay 

of 𝐻12(𝑧)  and 𝐻21(𝑧)  should be larger than the 

delay of 𝐻11(𝑧) and 𝐻22(𝑧).  

 

- 625 -



3. FF-FB MIXED BSS SYSTEM 

To avoid the delay constraints required in the 

FB-BSS system described in Sec.2.3, a new BSS 

structure has been proposed [8], which is called 

„FF-FB mixed BSS system‟ in this paper. A learning 

algorithm is proposed for this BSS system.  

 

3.1. Transformation between FIR Filters in FB-BSS 

and FF-FB Mixed BSS 

Not considering the first-tap of the FIR filters used 

in feedback, the partial coefficients vectors 𝒄̅12 and 𝒄̅21 

are defined as Eqs.(16) and (17).  

𝒄̅12 = [𝑐12(1), 𝑐12(2),⋯ , 𝑐12(𝐿12 − 1)]
T                   (16) 

𝒄̅21 = [𝑐21(1), 𝑐21(2),⋯ , 𝑐21(𝐿21 − 1)]
T                  (17) 

Like 𝒄̅12  and 𝒄̅21  , the partial output vectors are 

defined as Eqs. (18) and (19) 

𝒚̅1(𝑛) = [𝑦1(𝑛 − 1), 𝑦1(𝑛 − 2),⋯ , 𝑦1(𝑛 − 𝐿21 + 1)]    (18) 

𝒚̅2(𝑛) = [𝑦2(𝑛 − 1), 𝑦2(𝑛 − 2),⋯ , 𝑦2(𝑛 − 𝐿12 + 1)]    (19) 

By using the past values 𝒚̅1(𝑛), 𝒚̅2(𝑛) and partial 

filters 𝒄̅12 and 𝒄̅21, let‟s define 𝑢1(𝑛) and 𝑢2(𝑛) as 

𝑢1(𝑛) = 𝒄̅12
T 𝒚̅2(𝑛) =  ∑𝑐12(𝑙)𝑦2(𝑛 − 𝑙)

𝐿12

𝑙=1

                    (20) 

𝑢2(𝑛) = 𝒄̅21
T 𝒚̅1(𝑛) =  ∑𝑐21(𝑙)𝑦1(𝑛 − 𝑙)

𝐿21

𝑙=1

                    (21) 

Divided into two parts by the distinction of past-signal 

and current-signal, the output signals 𝑦1(𝑛), 𝑦2(𝑛) 

can be written in vector by 

𝒚(𝑛) = [
𝑥1(𝑛) − 𝑢1(𝑛)

𝑥2(𝑛) − 𝑢2(𝑛)
] − [

𝑐12(0)𝑦2(𝑛)

𝑐21(0)𝑦1(𝑛)
]                          (22) 

         = [
𝑥1(𝑛) − 𝑢1(𝑛)

𝑥2(𝑛) − 𝑢2(𝑛)
] − [

0 𝑐12(0)

𝑐21(0) 0
] [
𝑦1(𝑛)

𝑦2(𝑛)
]                

𝒚(𝑛) = [
1 𝑐12(0)

𝑐21(0) 1
]
−1

[
𝑥1(𝑛) − 𝑢1(𝑛)

𝑥2(𝑛) − 𝑢2(𝑛)
]                    (23) 

Equation (36) is further rewritten as follows: 

𝒚(𝑛) =  [
𝑥1(𝑛) − 𝑢1(𝑛)

𝑥2(𝑛) − 𝑢2(𝑛)
]                                                           

= *
𝑣11 𝑣12
𝑣21 𝑣22

+ [
𝑥1(𝑛) − 𝑢1(𝑛)

𝑥2(𝑛) − 𝑢2(𝑛)
]                                (24) 

where  

 = *
𝑣11 𝑣12
𝑣21 𝑣22

+ =   [
1 𝑐12(0)

𝑐21(0) 1
]
−1

                     (25) 

Equations (20), (21) and (24) can be realized by the 

realized by the block diagram shown in Fig.3. 

 

3.2. Network Structure of FF-FB Mixed BSS 

System 

Figure 3 shows a new separation structure mixing 

the FB process and a feedforward process (FF-FB) 

according to Eq.(24).  
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Fig.3: FF-FB mixed BSS system 

 

𝑐12(0) and 𝑐21(0) of the FIR filters in the FB-BSS 

are related to 𝑣11, 𝑣12, 𝑣21 and 𝑣22 in the FF-FB 

mixed BSS trough Eq.(25). Furthermore, 𝑐12(𝑙) and 

𝑐21(𝑙), 𝑙 = 1,2,⋯ , 𝐿12 or 𝐿21, are directly related to 

the coefficients in 𝑐12{bar} and 𝑐21{bar}. 

 

4. LEARNING ALGORITHM FOR FF-FB MIXED 

BSS SYSTEM 

 

4.1. Basic Idea 

 As shown in Sec.3, the FB-BSS having the FIR filters 

in the feedbacks, which have the 0
th
 order coefficients 

𝑐12(0) and 𝑐21(0), as shown in Fig.4 is equivalent to 

the FF-FB mixed BSS. The learning algorithms are 

well established in the FB-BSS [4], [6]. Therefore, we 

propose the following learning algorithm. 
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Step 1: Set the initial filter coefficients. 𝑐12(𝑙) = 0, 

𝑐21(𝑙) = 0 . From Eq.(25), 𝑣11 = 𝑣22 = 1 , 𝑣12 =

𝑣21 = 0. All coefficients in 𝑐12{bar} and 𝑐21{bar} are 

zero. 

Step 2: Apply the input signals 𝑥1(𝑛) and 𝑥2(𝑛) to 

the FF-FB mixed BSS system shown in Fig.3 and 

calculate the output signals 𝑦1(𝑛) and 𝑦2(𝑛). 

Step 3: By using 𝑦1(𝑛) and 𝑦2(𝑛), update the FIR 

filter coefficients, 𝑐12(𝑙) and 𝑐21(𝑙), 𝑙 = 1,2,⋯ , 𝐿12 

and 𝐿21  shown in Fig.4, following the gradient 

descent algorithm [6].  

Step 4: Transfer 𝑐12(0) and 𝑐21(0) to 𝑣11, 𝑣12, 𝑣21, 

𝑣22 through Eq.(25). Directly use 𝑐12(𝑙) and 𝑐21(𝑙), 

𝑙 = 1,2,⋯ , 𝐿12  and 𝐿21 ,as the coefficients in 

𝑐12{bar} and 𝑐21{bar} in the FF-FB mixed BSS.  

Step 5: Return to Step 2. 

Step 2 through Step 5 are repeated sample by sample. 

In the following sub-sections, the gradient descent 

algorithm is described in details [6]. 

T T T

+

yk(n)

Cjk(0) Cjk(1)
Cjk(L-1)

 

Fig.4: FIR filter in FB-BSS system used for updating 

 

4.2. Cost Function 

From Eq.(11), the outputs can be expressed for 

2-channel blind separation as follows: 

[
𝑌1(𝑧)

𝑌2(𝑧)
] =

1

1 − 𝐶12(𝑧)𝐶21(𝑧)
[

1 −𝐶12(𝑧)

−𝐶21(𝑧) 1
] 

× [
𝐻11(𝑧) 𝐻12(𝑧)
𝐻21(𝑧) 𝐻22(𝑧)

] [
𝑆1(𝑧)

S2(z)
]                                                       (26) 

=
1

1 − 𝐶12(𝑧)𝐶21(𝑧)
× 

[
𝐻11(𝑧) − 𝐶12(𝑧)𝐻21(𝑧) 𝐻12(𝑧) − 𝐶12(𝑧)𝐻22(𝑧)

𝐻21(𝑧) − 𝐶21(𝑧)𝐻11(𝑧) 𝐻22(𝑧) − 𝐶21(𝑧)𝐻12(𝑧)
] [
𝑆1(𝑧)

S2(z)
] (27) 

                               

The diagonal elements of Eq.(27) cannot be zero and 

the non-diagonal elements can be equal to zero by 

adjusting the feedback coefficients 𝐶12(𝑧) and 𝐶21(𝑧) 

that a cost function can be defined as follows [6] 

 

𝐽𝑗(𝑛) = 𝐸[𝑞(𝑦𝑗(𝑛))]                         (28) 

 

𝑞( ) is an even function with a single minimum point. 

By minimizing this cost function, 𝐶12(𝑧)and 𝐶21(𝑧) 

can approach to Eq.(14). Referring to LMS algorithm 

for adaptive filters [5], 𝐸[𝑞(𝑦𝑗(𝑛))] can be replaced 

by the instantaneous value 𝑞(𝑦𝑗(𝑛)). 

 

𝐽𝑗(𝑛) =  𝑞 (𝑦𝑗(𝑛))                                                    (29)  

 

4.3. Update Equation for 𝐂𝐣𝐤(𝐳) 

The gradient of 𝐽𝑗(𝑛) becomes 

∂𝑗𝑗̂(𝑛)

∂𝑐𝑗𝑘(𝑙)
=
𝜕𝑞 (𝑦𝑗(𝑛))

𝜕𝑦𝑗(𝑛)

𝜕𝑦𝑗(𝑛)

𝜕𝑐𝑗𝑘(𝑙)
                                                (30) 

If 𝑘 = 1, then 𝑗 = 2, and vice versa.  

𝑦𝑗(𝑛) =  𝑥𝑗(𝑛) – ∑𝑐𝑗𝑘(𝑙)𝑦𝑘(𝑛 − 𝑙)

𝐿𝑗𝑘

𝑙=0

  

=  𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0)𝑦𝑘(𝑛) −∑𝑐𝑗𝑘(𝑙)𝑦𝑘(𝑛 − 𝑙)

𝐿𝑗𝑘

𝑙=1

 

= 𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0) [𝑥𝑘(𝑛)  − ∑𝑐𝑘𝑗(𝑙)𝑦𝑗(𝑛 − 𝑙)

𝐿𝑘𝑗

𝑙=0

] 

     −∑𝑐𝑗𝑘(𝑙)𝑦𝑘(𝑛 − 𝑙)

𝐿𝑗𝑘

𝑙=1

 

= 𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0)[  𝑥𝑘(𝑛) – 𝑐𝑘𝑗(0)𝑦𝑗(𝑛) 

     −∑𝑐𝑘𝑗(𝑙)𝑦𝑗(𝑛 − 𝑙)

𝐿𝑘𝑗

𝑙=1

] −  ∑𝑐𝑗𝑘(𝑙)𝑦𝑘(𝑛 − 𝑙)

𝐿𝑗𝑘

𝑙=1

                   (31) 

Here, 𝑢𝑘(𝑛) is defined as 

 𝑢𝑘(𝑛) =  ∑𝑐𝑘𝑗(𝑙)𝑦𝑗(𝑛 − 𝑙)

𝐿𝑘𝑗

𝑙=1

                                        (32) 

According to Eqs.(31) and (32) 

[1 − 𝑐𝑗𝑘(0)𝑐𝑘𝑗(0)]𝑦𝑗(𝑛) = 𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0)[𝑥𝑘(𝑛) − 𝑢𝑘(𝑛)] 

− 𝑢𝑗(𝑛)                                          (33) 
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𝑦𝑗(𝑛) can be given by 

𝑦𝑗(𝑛) =    
𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0)[𝑥𝑘(𝑛) − 𝑢𝑘(𝑛)] − 𝑢𝑗(𝑛)

1 − 𝑐𝑗𝑘(0)𝑐𝑘𝑗(0)
            (34) 

The partial of 𝑦𝑗(𝑛) by 𝑐𝑗𝑘(𝑙) is 

∂𝑦𝑗(𝑛)

∂𝑐𝑗𝑘(0)
= −[  

𝑥𝑘(𝑛) − 𝑢𝑘(𝑛)

1 − 𝑐𝑗𝑘(0)𝑐𝑘𝑗(0)
− 

𝑐𝑘𝑗(0){𝑥𝑗(𝑛) − 𝑐𝑗𝑘(0)[𝑥𝑘(𝑛) − 𝑢𝑘(𝑛)] − 𝑢𝑗(𝑛)}

[1 − 𝑐𝑗𝑘(0)𝑐𝑘𝑗(0)]
2  ] (35) 

∂𝑦𝑗(𝑛)

∂𝑐𝑗𝑘(𝑙)
=

1

1 − 𝑐𝑗𝑘(0)𝑐𝑘𝑗(0)
                              (𝑙 ≠ 0) 

× [
𝜕𝑥𝑗(𝑛)

𝜕𝑐𝑗𝑘(𝑙)
− 𝑐𝑗𝑘(0)

𝜕𝑥𝑘(𝑛)

𝜕𝑐𝑗𝑘(𝑙)
+ 𝑐𝑗𝑘(0)

𝜕𝑢𝑘(𝑛)

𝜕𝑐𝑗𝑘(𝑙)
−
𝜕𝑢𝑗(𝑛)

𝜕𝑐𝑗𝑘(𝑙)
]   (36) 

Let‟s define ẏ𝑗(𝑛, 𝑐𝑗𝑘(𝑙)) as  

ẏ𝑗 (𝑛, 𝑐𝑗𝑘(𝑙)) =
∂𝑦𝑗(𝑛)

∂𝑐𝑗𝑘(𝑙)
 , 𝑙 = 0,1,⋯ , 𝐿𝑗𝑘 − 1     (37) 

The update equation of 𝑐𝑗𝑘(𝑙) is expressed as follows: 

         𝑐𝑗𝑘(𝑛 + 1, 𝑙) =  𝑐𝑗𝑘(𝑛, 𝑙) + ∆ 𝑐𝑗𝑘(𝑛, 𝑙)              (38) 

∆ 𝑐𝑗𝑘(𝑛, 𝑙) =  −𝜇𝑞̇ (𝑦𝑗(𝑛)) ẏ𝑗(𝑛, 𝑐𝑗𝑘(𝑙))         (39) 

 

5. SIMULATION 

 

5.1. Simulation Conditions 

Two-channel speech signals shown in Fig.5 are used 

for simulation. The two signals are sampled at 8 kHz. 

 

Fig.5: Waveform of signal sources. 

The Convolutive mixing functions with 5 samples 

delay (Case-1) and no delay (Case-2) are used. 

            

(Case-1) 

𝐻11 = 1 − 0.3𝑧−𝑇 + 0.14𝑧−2𝑇       

𝐻12 = 0.5𝑧−5𝑇 + 0.2𝑧−6𝑇 + 0.015𝑧−7𝑇   

𝐻21 = 0.5𝑧−5𝑇 + 0.125𝑧−6𝑇 + 0.005𝑧−7𝑇     

𝐻22 = 1− 0.33𝑧−𝑇 − 0.2𝑧−2𝑇    

  

(Case-2) 

𝐻11 = 1− 0.3𝑧−𝑇 + 0.14𝑧−2𝑇                               

𝐻12 = 0.5 + 0.2𝑧−𝑇 + 0.015𝑧−2𝑇                     

𝐻21 = 0.5 + 0.125𝑧−𝑇 + 0.005𝑧−2𝑇               

𝐻22 = 1− 0.33𝑧−𝑇 − 0.2𝑧−2𝑇                               

 

5.2. Evaluations 

By using  𝑷(𝑧)  defined in Eq.(12), the separation 

performance is evaluated by the following SNR, 

𝜎𝑠
2 =∑

1

2𝜋

2

𝑖=1

∫ |𝑃𝑖𝑖(𝑒
𝑗𝜔𝑇)|

2
𝜋

−𝜋

𝑑𝜔𝑇                (40) 

𝜎𝑐
2 =∑

1

2𝜋
𝑗≠𝑖

 ∫ |𝑃𝑗𝑖(𝑒
𝑗𝜔𝑇)|

2
𝜋

−𝜋

𝑑𝜔𝑇               (41) 

𝑆𝑁𝑅 = 10𝑙𝑜𝑔
𝜎𝑠
2

𝜎𝑐
2   [𝑑𝐵]                                    (42) 

𝜎𝑠
2 is the power of the selected signals, and 𝜎𝑐

2 is 

that of the cross components. 

 

5.3. Separation Performance 

Figure 6 shows SNR using the FB BSS system and 

the FF-FB mixed BSS system under the conditions 

that delay time is 5 samples. The separation 

performances evaluated in SNR are approximately 16 

dB for both methods. Although SNR of the FB BSS 

system is a little bit higher than that of the FF-FB 

mixed BSS system, the difference is quite small. 

As is shown in Fig.7, when there is no delay in the 

mixing process, the separation performance of the FB 

BSS system deteriorates extremely and SNR is 

reduced to approximately 0 dB. This means that the 

signal sources cannot be separated from the mixture 

signals successfully. On the other hand, the FF-FB 
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mixed BSS system has an excellent separation 

performance and SNR is improved to 22 dB, even 

higher than that under the delay conditions. 

These results demonstrate that FF-FB mixed BSS 

system and the proposed learning algorithm are useful 

and robust for the transmission delay conditions in 

the mixing block. 

 

Fig.6: SNR with delay time = 5 samples 

 

Fig.7: SNR with no delay 

 

6. CONCLUSIONS 

 

In this paper, we propose a learning algorithm for 

updating the coefficients of the FF-FB mixed BSS 

system [8]. The input signals, that is, the mixed 

signals, are applied to the FF-FB mixed BSS system, 

and its output signals are obtained. By using these 

output signals, the filter coefficients of the 

corresponding FB BSS system are updated. These 

coefficients are further transferred to the coefficients 

of the FF-FB mixed BSS system. This processing is 

carried out sample by sample. The simulation results 

for 2-channel case demonstrate the FF-FB mixed BSS 

system and the proposed learning algorithm are good 

for any transmission delay conditions in the mixing 

block.  
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